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Abstract. In this paper we present and analyze a nutrient-oxygen-phytoplankton-zooplank-
ton mathematical model simulating lagoon ecological interactions. We obtain sufficient
conditions, based on principal eigenvalue criteria – for the existence of periodic solutions.
A decoupled model which arises in the high nutrient regime is then considered in further
detail for gathering some explicit conditions on parameters and averages of exogenous in-
puts needed for coexistence. An application to Italian coastal lagoons is finally obtained
by parameter estimation and comparison with real data. A biological interpretation of the
mathematical results is also presented.

1. Introduction

The management of Italian coastal lagoons is of considerable ecological and eco-
nomic importance. In this paper we consider and investigate a mathematical model,
based on the one presented in [17], that describes the interaction between the densi-
ties of phytoplankton, zooplankton, nutrients and oxygen in a prototypical lagoon.
It is, in part, of the predator-prey type. Specifically, we consider the question of
when positive periodic solutions exist, based upon the equation parameters. The
model involves in particular the following features: mixed boundary conditions;
no steady states due to (periodic) exogenous inputs; one equation linear in the
corresponding variable. These are features that distinguish it from the models usu-
ally found in the literature. While these points do not present particular difficulties
for the initial value problem, the situation appears to be more challenging for the
question of the existence of positive periodic solutions. Our basic scheme for the
latter is as follows: We employ topological arguments to show in turn the exis-
tence of a positive periodic solution for the oxygen–nutrient subsystem. Next, if
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Via Roma 56 53100 Italy.
e-mail: mocenni@dii.unisi.it; vicino@dii.unisi.it

Research supported by NSERC (Canada) and Regione Toscana (Italy).

Key words or phrases: Lagoon ecology – Periodic solutions periodic parabolic eigenvalue
– mathematical model – parameter estimation – nutrient – oxygen – phytoplankton – zoo-
plankton

Used Distiller 5.0.x Job Options
This report was created automatically with help of the Adobe Acrobat Distiller addition "Distiller Secrets v1.0.5" from IMPRESSED GmbH.
You can download this startup file for Distiller versions 4.0.5 and 5.0.x for free from http://www.impressed.de.

GENERAL ----------------------------------------
File Options:
     Compatibility: PDF 1.2
     Optimize For Fast Web View: Yes
     Embed Thumbnails: Yes
     Auto-Rotate Pages: No
     Distill From Page: 1
     Distill To Page: All Pages
     Binding: Left
     Resolution: [ 600 600 ] dpi
     Paper Size: [ 595 842 ] Point

COMPRESSION ----------------------------------------
Color Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Grayscale Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 150 dpi
     Downsampling For Images Above: 225 dpi
     Compression: Yes
     Automatic Selection of Compression Type: Yes
     JPEG Quality: Medium
     Bits Per Pixel: As Original Bit
Monochrome Images:
     Downsampling: Yes
     Downsample Type: Bicubic Downsampling
     Downsample Resolution: 600 dpi
     Downsampling For Images Above: 900 dpi
     Compression: Yes
     Compression Type: CCITT
     CCITT Group: 4
     Anti-Alias To Gray: No

     Compress Text and Line Art: Yes

FONTS ----------------------------------------
     Embed All Fonts: Yes
     Subset Embedded Fonts: No
     When Embedding Fails: Warn and Continue
Embedding:
     Always Embed: [ ]
     Never Embed: [ ]

COLOR ----------------------------------------
Color Management Policies:
     Color Conversion Strategy: Convert All Colors to sRGB
     Intent: Default
Working Spaces:
     Grayscale ICC Profile: 
     RGB ICC Profile: sRGB IEC61966-2.1
     CMYK ICC Profile: U.S. Web Coated (SWOP) v2
Device-Dependent Data:
     Preserve Overprint Settings: Yes
     Preserve Under Color Removal and Black Generation: Yes
     Transfer Functions: Apply
     Preserve Halftone Information: Yes

ADVANCED ----------------------------------------
Options:
     Use Prologue.ps and Epilogue.ps: No
     Allow PostScript File To Override Job Options: Yes
     Preserve Level 2 copypage Semantics: Yes
     Save Portable Job Ticket Inside PDF File: No
     Illustrator Overprint Mode: Yes
     Convert Gradients To Smooth Shades: No
     ASCII Format: No
Document Structuring Conventions (DSC):
     Process DSC Comments: No

OTHERS ----------------------------------------
     Distiller Core Version: 5000
     Use ZIP Compression: Yes
     Deactivate Optimization: No
     Image Memory: 524288 Byte
     Anti-Alias Color Images: No
     Anti-Alias Grayscale Images: No
     Convert Images (< 257 Colors) To Indexed Color Space: Yes
     sRGB ICC Profile: sRGB IEC61966-2.1

END OF REPORT ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Job Option File
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments false
     /DoThumbnails true
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize true
     /ParseDSCCommentsForDocInfo false
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends false
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo false
     /GrayACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /sRGB
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 150
     /EndPage -1
     /AutoPositionEPSFiles false
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 600
     /AutoFilterGrayImages true
     /AlwaysEmbed [ ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 150
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 576.0 792.0 ]
     /HWResolution [ 600 600 ]
>> setpagedevice



www.manaraa.com

368 Walter Allegretto et al.

the nutrient levels are sufficiently high, the existence of periodic positive solu-
tions to the oxygen–nutrient–phytoplankton reduced model is obtained. Finally, if
the level of the phytoplankton is sufficiently high, the existence of positive peri-
odic solutions to the full oxygen–nutrients–phytoplankton–zooplankton system is
shown. For this step, the actual equations structure of the model must be used. In
essence we have a trophic cascade backwards. As might be expected, the suitable
levels of the variables needed for the existence of positive solutions are formulated
in terms of principal eigenvalues of related periodic-parabolic equations. In view
of the high time/space variability of the exogenous inputs in the application we
consider, it is however important for us to present eigenvalue bounds which are
based on space/time integral averages of the coefficients rather than on max/min
values as is done classically, (eg.[19]). We note that the possible presence of mixed
boundary conditions causes some technical difficulty in the analysis:Cα,α/2 spaces
must be employed, rather than the more convenient and commonly usedC1 spaces.
We present in a preliminary lemma the needed eigenvalue results and sketch a brief
proof. Since the equation for the zooplankton density is linear (in the zooplankton)
in the final step we first perturb the problem and consequently obtain (one of) the
necessary bounds. This process also bypasses the question of uniqueness of peri-
odic solutions to a subsystem, as was done in the 2 equation case in [19], and which
is not clear here. We point out that in our method of proof the parts of the boundary
where a Dirichlet (resp. a Neumann) condition is satisfied must be the same for the
phytoplankton and the zooplankton. The question of the full coexistence when this
is not the case remains open, as does the question of uniqueness and the long time
behaviour of the solutions.

It is a feature of the lagoons of interest to us that they may exist in a high nutrient
regime (due to human activities). The system decouples in this situation, and we
next focus on this case and further develop the results obtained earlier. In particular,
we present some comparisons between numerical simulation results based on our
model and actual physical measurements taken in the lagoon of Caprolace.

We comment that many types of phytoplankton, zooplankton and nutrients are
actually present in the lagoons. Our constants and equations reflect the behaviour of
“prototypical” entities. Furthermore, the lagoons of interest to us are very shallow
(� 1 meter), and we ignore in the model diurnal depth effects.

In conclusion we observe that lagoons and related ecological situations have
been the subject of numerous biological researches. Associated and related mathe-
matical models have also been examined. As already mentioned, the closest mathe-
matical work appears to be the book by Hess, [19], and we have already mentioned
several differences between the present work and [19]. An ordinary differential
equation nutrient-prey-predator model is given in the work of Jang and Baglama,
[20]. A mathematical model for phytoplankton is presented in Boushaba et al., [5],
while Abdllaoui et al. present in [1] a study of dynamics of zooplankton-toxic phy-
toplankton systems. Spatial predator-prey interactions are considered by Palumbo
and Valenti in [27] using a hyperbolic model. The other cited mathematical papers:
[8], [11–13], [16], [18], [23], [33], [37] deal with related problems.

The ecology of shallow lakes is presented by Scheffer in his book, [30].
Cioffi et al. in [9] and [10] consider models and management strategies based on
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simulations for the control of eutrophication processes in Italian lagoons. Ecological
conditions and suggested actions are presented by Bucci et al. for another Italian
lagoon, [6].A one dimensional model and numerical simulations for oxygen dynam-
ics in lagoon ecosystems are given by Lunardini and Di Cola in [24]. In [31], [32],
Solidoro et al present modelling and simulation results for macroalgae evolution
in the lagoon of Venice. Other results on related models, simulations, parameter
estimations, can be found in [6], [14], [15], [25], [26], [28], [29]. We were unable,
however, to find elsewhere the system discussed here under our conditions.

2. The model

Let v1, v2, v3, v4 denote the concentrations in the lagoon of phytoplankton, zoo-
plankton, oxygen and nutrients respectively. The model we consider, based on the
one used in [17] (and related to the ones considered in [20], [30] and elsewhere) is
given by:

∂v1

∂t
− ε1�v1 − µ1

⇀

∇ · (
⇀

b v1) = k11f (u1, u2, u4)
v1v4

kX + v4

−k1,2v
2
1 − k1,3

v1v2

kp + v1
(2.1′)

∂v2

∂t
− ε2�v2 −

⇀

∇ ·
[(
µ2

⇀

b + µ
⇀

∇v1r(v1)

1 + |
⇀

∇v1|

)
v2

]
= k2,1

v1v2

kp + v1
− k2,2v2

(2.2′)

∂v3

∂t
− ε3�v3 − µ3

⇀

∇ · (
⇀

b v3) = k3,1f (u1, u2, u4)
v1v4

kX + v4

+k3,2
(
O(u2)− v3

)+ k3,3u3

−k3,4fα(v3)[v1 + v2]

−[k3,5v1 + k3,6v2]v3 − k3,6v3 (2.3′)

where

fα(v3) = v2
3

kAE + v2
3

.

∂v4

∂t
− ε4�v4 − µ4

⇀

∇ · (
⇀

b v4) =
{
k4,1fα(v3)[v1 + v2]

+k4,2

(
K0 − v3

kA + v3

)} [
K1 − v4

kB + v4

]

−k4,3f (u1, u2, u4)
v1v4

kX + v4

+Q(x, t)− k4,5v4. (2.4′)

Here εi represent the diffusivities, while
⇀

b =
⇀

b (x, t) represents the water flow
(unaffected by (v1, . . . , v4)). Here the εi are assumed constants since we never
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consider a situation of an anoxic crisis in this paper. The constants µi, µ repre-
sent mobilities, and ki,j , kp, kA, kB,K0,K1 denote positive constants. The func-
tions (u1, . . . , u4), described in the following Table 1 represent periodic exogenous
inputs of temperature, wind velocity and light, respectively.

The meaning of the terms on the right hand sides of (2.1′) to (2.4′) follows.
For equation (2.1′) we have, in turn: the photosynthetic production of phyto-

plankton; its natural mortality; and the predation by the zooplankton. The function
f represents the combined effect of photosynthetic active radiation and water tem-
perature. The equation describing this effect is f = k1u1u4 (see Table 1).

For equation (2.2′) we have: the zooplankton growth due to the consumption
of phytoplankton, followed by the natural mortality.

The functional form of eqs. (2.1′)−(2.2′) is a modified Rosenzweig-MacArthur
model. It is based on a logistic predator-prey system with Holling II type response
(see [39], pag. 72 for a reference) with linear mortality in the zooplankton equation
([30], pag. 152).

The extra term on the left hand side of equation (2.2′) describes the possible
movement of zooplankton in the direction of increasing phytoplankton, at a max-
imum rate determined by the mobility µ with 0 ≤ r(v1) ≤ 1, r(v1) = 0 if v1 is
small enough to indicate that no drift of v2 occurs in such a case.

For equation (2.3′), the terms represent: the oxygen production due to the photo-
synthetic action of the phytoplankton; the water-air oxygen exchange; the oxygen-
ation of water due to the wind; the aerobic oxygen consumption occurring during
organic matter degradation; the respiration oxygen consumption by phytoplankton
and zooplankton. The effect of fα is the consumption of oxygen by the bacterial
activity, that re-mineralize the dead biomass (see the fourth term of eq. (2.3′)).

The oxygen saturation value in water O(u2) is described by the equation
O(u2) = 14.6 − 0.4u2 + 0.008u2

2 (see [38]).
Finally, for equation (2.4′), the terms are: the production of inorganic nutri-

ents due to aerobic degradation; sediment-water nutrient exchange. Both of these
effects are limited by the water nutrient saturation threshold. The next term rep-
resents the photosynthetic consumption by the phytoplankton; and the last terms
account for outside human interaction and natural nutrient washout. The function

Table 1. Driving environmental functions. See [17] for a reference on exogenous inputs
definition.

function biological meaning units

u1(t) = 0.5 + 0.125 sin
(

2π
12 (t − 0.3)

)
photoperiod annual variation [t]

u2(t) = 17.5 + 11 sin
(

2π
12 (t + 9)

)
water temperature [◦C]

u3(t) = 1.8 + 0.8 cos
(

2π
12 (t + 4)

)
limiting v1 growth factor [t]−1

u4(t) = 0.59e0.0633u2(t) limiting v1 growth factor [t]−1
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Q(x, t) represents the nutrient source/sink due to human activities, specifically
aquaculture, agriculture, run-off and waste water from the cities.

With system (2.1′ − 2.4′)we associate the obvious natural boundary conditions
on part of the boundary and, possibly, the most adverse conditions on another part.
This is further discussed below.

3. Mathematical analysis

We consider the mathematical analysis of system (2.1′ − 2.4′), and rewrite for
convenience the equations in simpler form. Specifically, we collect similar terms;
constants whose precise value is irrelevant to the mathematical analysis are chosen
equal; some functions are described by their general properties rather than their
explicit forms. These simplifications are done entirely for notation convenience in
the mathematical analysis. System (2.1′ − 2.4′) thus becomes:

�(
⇀
v )−

⇀

∇ · (⇀F(x, t, v1,
⇀

∇v1)v2
)⇀

1 2 =
⇀

R (3.1)

⇀

1 2 = (0, 1, 0, 0)

�(w) = wt − ε�w −
⇀

∇ · (
⇀

bw)
⇀

R = (r1, r2, r3, r4) with :

r1 = [M(x, t)h1(v4)− f1(v1, v2)]v1

r2 = f2(v1)v2

r3 = N(x, t)h1(v4)v1 − g1(v1, v2, v3)+O(x, t)− v3

r4 = {g2(v1, v2, v3)+ [k4,1 − h2(v3)]}[K − h3(v4)]

−P(x, t)h1(v4)v1 +Q(x, t)− v4.

All coefficient functions in system (3.1) are assumed smooth, at least for nonneg-
ative arguments. This is in particular true of the functions M,N,O,P,Q which
represent periodic nonnegative exogenous inputs. From a biological point of view
they account for the seasonality of exogenous inputs.

The simplified model (3.1) includes the original model (2.1′ − 2.4′) as a spe-
cial case. In fact the present system may be viewed as a generic competitive system
for v1 and v2, due to the properties of f1 and f2 described below. r3 is a generic
representation of the main phenomena associated with the oxygen dynamics, such
as photosynthesis, organic matter mineralization and exchanges with atmosphere.
In the same way r4 accounts for nutrients production by mineralization of biomass,
the release of orthophosphate from/to the sediment. It describes also the saturation
of nutrients in the water, consumption by photosynthesis, human interactions and
washout.

Then the essential properties of the original system (2.1′ − 2.4′) lead to the

following conditions on the unknown function
⇀
v :

(i) Saturation. hi(ξ) = ξ/(ki + |ξ |) for i = 1, 2, 3;
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(ii) Competition. f2(ξ) = k4h1(ξ)− k5
f1(ξ1, ξ2) ≥ 0, f1(0, 0) = 0, ∂f1

∂ξ1
(ξ1, 0) > 0, ∂f1

∂ξ2
(ξ1, ξ2) > 0,

f1(ξ1, ξ2) → +∞ if ξ1 + ξ2 → +∞, ξi ≥ 0 for i = 1, 2.
There exist constants γ0, γ1, γ2 > 0 such that f1(ξ1, γ0ξ2)ξ1 ≥ f2(ξ1)ξ2 +
γ1ξ

2
1 + γ2ξ2 for any ξ1, ξ2 ≥ 0.

(iii) Mineralization. gi(ξ1, ξ2, ξ3) ≥ 0, gi(0, 0, ξ3) = gi(ξ1, ξ2, 0) =0, ∂gi/∂ξ3 ≥
0 for ξj ≥ 0, = 0 for ξ3 = 0, with i = 1, 2, j = 1, 2, 3.

(iv) Zooplankton drift. For some constants δ, δ1 > 0, |
⇀

F(x, t, ξ,
⇀
η )| ≤ δ,

⇀

F (x, t, ξ,
⇀
η ) = 0 if ξ ≤ δ1

(v) All ε, ki, ki,j , K represent positive constants with K, k4,1 less than 1.

We comment on the last condition in (ii). Observe that this condition is satisfied
in the biological model and that the equation for v2 is linear (in v2). We thus may
make the scale change v2 → γ0v2 and take γ0 = 1 in the sequel, without need to
make other changes in the assumptions.

As stated earlier, we assume that ∂� = ∂�N ∪ ∂�D with: ∂�N ∩ ∂�D = ∅;
∂�N, ∂�D smooth nonempty and ∂�D closed. On ∂�N we take the (natural)

boundary condition: ∂vi

∂
⇀
n

+ µ
⇀

b · ⇀nvi = 0 with the obvious change if i = 2,

∂v2

∂
⇀
n

+ (µ
⇀

b +
⇀

F) · ⇀nv2 = 0, while we assume vi = 0 on ∂�D, where
⇀
n = unit

outward normal, x ∈ � ⊂ R3 and i = 1, . . . , 4. The above natural boundary
conditions describe the fact that variables (e.g. biomass densities and chemicals)
can’t be introduced nor leave the lagoon through this part of the boundary, even
though they are subject to currents and diffusion. The Dirichlet part of the bound-
ary accounts for possible extremely hostile conditions to one or more densities due
to, for example, chemical spills, etc. Other standard boundary conditions may be
treated by routine modification of the methods we present. In particular if one of
∂�N, ∂�D is empty, the procedures simplify, and we do not explicitly consider
this case in the sequel unless otherwise specified.

For technical reasons, we also require that each point of ∂�D ∩ ∂�N (if any)
have a neighbourhood which is mappable – by a Lipschitz map – into a quarter
sphere with the relevant part of ∂�N mapped to a set in the 1/2 plane: x2 = 0,
x3 > 0 while the corresponding part of ∂�D is taken to a set in the orthogonal 1/2
plane: x3 = 0, x2 > 0. The precise details are given for example in [34] (see also
[35], [36]). This assumption allows the application of Cα,α/2 interior estimates,
[22], even to boundary points. We point out that while ∂�D, ∂�N are taken to be
the same for all vi for convenience, it is important to the method that they actually
be the same for v1, v2. Since these represent phytoplankton and zooplankton den-
sities, this is a reasonable assumption. We also assume that for the smooth curve(s)
C making up ∂�D ∩ ∂�N there exists a constant C such that for any h0 > 0 we
can construct a tubular neighbourhood Nh0 of C with |Nh0 | < Ch2

0 and function
ψh0 ∈ C∞ with: 0 ≤ ψh0 ≤ 1, ψh0(x) = 1 if x ∈ � − Nh0 , ψh0(x) = 0
if dist (x, C) < h0/2, |∇ψh0 | ≤ C/h0. These conditions will be satisfied if the
boundary of the lagoon is assumed sufficiently smooth.
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All solutions will be understood to hold (at least) in the classical weak sense.
Nonnegative nontrivial solutions will be called positive. Usually, this will actually
be the case in � × [0, T ] by the strong maximum principle. Observe that by our
assumptions the solutions will be classical except on ∂�D ∩ ∂�N.

Finally, α will always denote a generic positive constant less than one. Its spe-
cific value may change from proof to proof or within the same proof.

It will be useful to first present the following results. They are of significance
here because the mixed boundary conditions lead us to use Cα,α/2 spaces rather
than the more regular spaces commonly employed (see, e.g.: [19]). They also enable
us to later avoid questions of uniqueness of solutions to subproblems as was done
in ([19], p. 124) for a two species system, and give eigenvalue estimates based on
coefficient mean values rather than extrema ([19]).

Lemma 3.1. Consider the linear periodic-parabolic problem:

�1(w)
�= wt − ε�w −

3∑
j=1

∂

∂xj
(βjw)+ hw = f

with: w(x, 0) = w(x, T ); w = 0 on ∂�D; ∂w
∂
⇀
n

+ (
⇀

β · ⇀n)w = 0 on ∂�N and:

h,
⇀

β ∈ L∞(� × (0, T )
)

smooth, f ∈ L2
(
� × (0, T )

)
, ε > 0 constant with

⇀

β = (β1, β2, β3). Then:

(a) There exist positive constants K0 and α such that if h(x, t) > K0 then �−1
1

maps Cα,α/2(�× [0, T ]) to itself and is completely continuous. If also f ≥ 0,
nontrivial, then �−1

1 (f ) > 0 in (� ∪ ∂�N)× [0, T ].
(b) The associated linear eigenvalue problem:

�1w = µw

has a positive eigenvectorw with associated real eigenvalueµ (called the prin-
cipal eigenvalue). No other eigenvalue has an associated positive eigenvector
and all other real eigenvalues exceedµ.The same results are true for the adjoint
operator �∗1, formally given by

(�1u, v)L2(�×(0,T )) = (u, �∗1v)L2(�×(0,T )).

(c) Ifµ > 0 then for any 0 ≤ f ∈ Cα,α/2 there exists a unique v ≥ 0 with �1v = f.

Conversely, if for any such f there exists a unique v ≥ 0 with �1v = f, then
µ > 0. If h ≥ 0, then µ > 0, unless ∂�D = ∅ and h = 0. In this case
µ = 0, w ≡ 1 is the associated eigenvector for �∗1.

(d) The eigenvalue µ depends monotonically and continuously (in Cα,α/2) on h.
Furthermore:

µ ≤ inf
ϕ∈H 1

0 (�∪∂�N)

×




∫
�
ε|∇ϕ|2 +∑

j

(β̃j )ϕ
∂ϕ
∂xj

+ 1
4ε

∑
j

(β̃2
j )ϕ

2 + (̃h)ϕ2

∫
�
ϕ2


 (3.5)
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where: z̃
�= 1

T

∫ T
0 z, H 1

0 (�∪�N) denotes the closure in the Sobolev normH 1

of functions of class C∞(�) with support in � ∪�N. Consequently, µ < 0 if
h changes sign and h− is large enough.

(e) Let ε1 > 0 and ∂g
∂u

≤ 0. If u is any solution of �1u = ug(x, t, u) + ε1

with 0 ≤ u ∈ Cα,α/2 then u ≥ v where 0 ≤ v ∈ Cα,α/2 is any solution of
�1v = vg(x, t, v). If ∂g

∂u
≤ −k < 0 and if there exist positive solutions v of

�1v = vg(x, t, v) then as ε1 → 0 a subsequence un converges in Cα,α/2 (and
its (space) gradient pointwise) to one of the v.

(f) Let 0 ≤ u ∈ Cα,α/2 and �1u ≤ 0. Then u(x, t) ≤ K
[ ∫ T

0

∫
�
u
]
.

Proof. (a) Classical results, [22], immediately yield that there exists a solution u to
the initial value problem if h is sufficiently large. The claim then follows from the
Schauder Fixed Point Theorem applied to the Poincaré Map. That u ∈ Cα,α/2, for
some α > 0, also follows from [22], once we observe that interior estimates hold
even at points on ∂�D ∩ ∂�N by the assumptions on the mapping properties of
domains of such points. The complete continuity is obtained by choosing a smaller
value of α. If f ≥ 0 then u ≥ 0 by the weak maximum principle if h is big enough,
[22], while if u = 0 at some point (x, t) with x ∈ � or x ∈ ∂�N then u ≡ 0 by
the strong maximum principle.

(b) Again, without loss of generality, suppose the conditions of (a) hold on h.
Choose and fix f ≥ 0, f ∈ C∞

0

(
�×(0, T )).Then u = �−1

1 (f ) is positive and thus
�−1

1 (f ) > ηf for some constant η > 0.We apply [20, p. 67] and conclude the exis-
tence of µ,w with w > 0. The same result holds for (�∗1)

−1 : (�∗1)
−1z = (1/µ)z

for some z > 0, by the very definition of �∗1. We conclude immediately that µ is
the only eigenvalue with a positive eigenvector. If δ is any other eigenvalue of �
with eigenvector w1 then δ > µ follows by approximating w−

1 as in part (c) that
follows.

(c) Suppose first that for any such f there exists v ≥ 0 with �1v = f.

Clearly v �≡ 0 and since �∗1z = µz with z > 0, then 0 < (z, �1v)L2(�×(0,T )) =
µ(z, v)L2(�×(0,T )) yields the result. Conversely, suppose µ > 0, choose f and put

k0 = inf {K1| if k ≥ K1 there exists a unique w ≥ 0 such that (�1 + k)w = f }.
If k0 < 0, we are done. If k0 ≥ 0 choose k′ < k0 such that µ+ k′ > 0 and −k′ is
not in the spectrum of �, i.e.: there exists a unique w such that (�1 + k′)w = f but

w changes sign. Approximate w− by wn = ψh0

(√
w2 + 1

n2 − w − 1
n

)
/2 where

ψh0 is the function mentioned in the Introduction and observe that if �∗1z = µzwith
z > 0 then

(µ+ k′)(z, wn)L2(�×(0,T )) ≤ (z, (�1 + k′)wn)L2(�×(0,T ))
Letting h0 → 0 and then n → ∞, we obtain by direct calculation,

(µ+ k′)(z, w−)L2(�×(0,T )) ≤ −
(
f

∣∣∣
w−>0

, z
)
L2(�×(0,T ))

≤ 0

and the needed contradiction.
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Finally, that h ≥ 0 implies µ ≥ 0 follows from the strong maximum principle
applied to (�∗1 − µ)w = 0. If h ≥ 0 and µ = 0 then w must be constant, which
contradicts the assumption ∂�D �= ∅. Observe that if ∂�D = ∅ and h = 0 then
indeed µ = 0.

(d) We modify some of the elliptic calculations of [3]. Direct calculations show
that for �∗1w = µw with w > 0 and any ϕ ∈ C∞

0 (� ∪ ∂�N) we have

0 ≤
∫

�

∫ T

0

{
εw2

∣∣∣∇
( ϕ
w

)∣∣∣
2 +

∑
j

βi
∂

∂xj

( ϕ
w

)
(ϕw)+ 1

4

|⇀β |2
ε

ϕ2
}

=
∫

�

∫ T

0

{
ε|∇ϕ|2 +

∑
βjϕ

∂ϕ

∂xj
+ 1

4

|⇀β |2
ε

ϕ2 + hϕ2
}

−
∫

�

∫ T

0

ϕ2

w

(
− ε�w +

∑
βj

∂w

∂xj
+ hw

)
.

That is:

µT

∫

�

ϕ2 ≤
∫

�

{
εT |∇ϕ|2 +

∑
j

( ∫ T

0
βj

)
ϕ
∂ϕ

∂xj

+1

4

( ∫ T

0

|⇀β |2
ε

)
ϕ2 +

( ∫ T

0
h
)
ϕ2
}
.

Passing to the limit gives the result for any ϕ ∈ H 1
0 (� ∪ ∂�N). Next to see that

µ is monotone in h, let �1u = λu, (�1 + δ)v = µv with δ ≥ 0. Then �1v ≤ µv,

and without loss of generality assuming h is large, yields 1
µ
v ≤ �−1

1 (v), whence
1
µ

≤ 1
λ

by [20, p. 67] and the result. The continuity is immediate from the limit
process.

(e) Note that

�1(u− v) = (u− v)[g(x, t, v)] + u[g(x, t, u)− g(x, t, v)] + ε1.

If v ≡ 0, there is nothing to prove. If v ≥ 0, nontrivial, then the eigenvalue δ of

�1(ξ)− g(x, t, v)ξ − u
[ ∫ 1

0

∂g

∂u

(
x, t, τu+ (1 − τ)v

)
dτ ]ξ = δξ

associated with a positive eigenvector ξ is positive due to the monotonicity of the
eigenvalue as a function of the coefficient of linear term as shown in (d). The result
then follows from part (c).

Next, let ε1 → 0 and observe that ∂g
∂u

≤ −k < 0 implies that the resulting
sequence {un} must be bounded and thus convergent in Cα,α/2, with its gradient
converging pointwise. Since u ≥ v, u cannot converge to zero and the claim is
obtained.

(f) The integral estimate is one of the consequences of the classic sup norm
estimates for nonnegative subsolutions, see e.g.: [22].
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We now pass to the analysis of the solutions of system (3.1) and let T be the
common period of the input functions M,N,O,P,Q. In practice, T = one year
and we recall that M,N,O,P,Q are nonnegative. ��
Theorem 3.2. Assume there exists a constant µ1 > 0 such that

∫

�

∫ T

0
[ε|

⇀

∇ω2|2 + (
⇀

b ·
⇀

∇ω2)ω2 + ω2
2] ≥ µ1

∫

�

∫ T

0
ω2

2

for all ω2 ∈ L2[0, T ;H 1
0 (�∪ ∂�N)] ∩C[0, T ;L2(�)], ω2 of period T . Note that

this will always be true if
⇀

b = ⇀

0 .

(a) Let v∗
3 be the unique T -periodic solution of �(v∗

3) + v∗
3 = O(x, t). There

exist T -periodic solutions of (3.1) of type (0, 0, v3, v4) with v3, v4 positive
if [k4,1 − h2(v

∗
3)]K + Q ≥ 0. If kp + [k4,1 − h2(v

∗
3)] ≥ 0 such solution is

unique.
(b) If for all v4 of (a) we have that the principal eigenvalue µ of

�w − [M(x, t)h1(v4)]w = µw

with the associated boundary conditions, is negative, then there exist T -peri-
odic solutions of type (̂v1, 0, v̂3, v̂4), with v̂1, v̂3, v̂4 positive.

(c) If for all v̂1 of (b) the principal eigenvalue of

�w −
⇀

∇ · (⇀F(x, t, v̂1,
⇀

∇ v̂1)w
)− f2(̂v1)w = µw

with the associated boundary condition is negative while there also exists
µ2 > 0 such that for all 0 ≤ w2, as above in the Theorem statement, we
further have

∫

�

∫ T

0

{
ε|
⇀

∇w2|2 + (
[
⇀

b +
⇀

F 1] ·
⇀

∇w2
)
w2 + k5ω

2
2

} ≥ µ2

∫ T

0

∫

�

w2
2

where k5 is defined in (ii) and
⇀

F 1 is any smooth vector field with |
⇀

F 1| ≤
δ as given in (iv), then there exist T -periodic solutions of (3.1) of type
(v1, v2, v3, v4) with vi > 0, for i = 1, . . . , 4.

Proof. (a) We seek periodic solutions of type (0, 0, v3, v4) and observe that system
(1) reduces to

�(v3)+ v3 = O(x, t)

�(v4)+ v4 = [k4,1 − h2(v3)][K − h3(v4)] +Q.

By Lemma 3.1(c), there exists a unique solution v∗
3 of the first equation. We sub-

stitute v∗
3 for v3 and v+

4 for v4 on the right hand side of the second equation
and observe that the boundedness of Q,h2, h4 imply that Schauder’s Fixed Point
Theorem is applicable to a large Cα,α/2 ball. This shows the existence of a solu-
tion v4 to the resulting problem which must be nonnegative from the condition
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(
k4,1 − h2(v

∗
3)
)
K +Q ≥ 0 by Lemma 3.1(c), and positive by the (strong) maxi-

mum principle. Finally the properties of h3 and the usual difference argument show
that if k3 + [k4,1 − h2(v

∗
3)] ≥ 0 then v4 is unique.

(b) In this case v2 is chosen identically zero. For convenience, add v1 to both
sides of �v1 = r1. Consider the reduced problem:

�
(
(v1, 0, v3, v4)

) ≡ λ(r1, 0, r3, r4)

with 0 ≤ λ ≤ 1 and v+
1 in place of v1 in r1, v

+
4 in place of v4 in r3, r4. We again

observe that by classical results, [22], each vi is bounded in Cα,α/2 for i = 1, 3, 4,

and degLS
(
(v1, 0, v3, v4)−�−1(r1, 0, r3, r4), BR,

⇀

0
) = 1 where degLS denotes the

Leray-Schauder degree and BR a cube (of large side R) in Cα,α/2. Note that this
also shows that there are no solutions on ‖v3‖Cα,α/2 = R or ‖v4‖Cα,α/2 = R and R
can be chosen independently of the specific v1. Consider now the equation

�
(
(v1, 0, v3, v4)

) = (r1, 0, r3, r4)+ (λ, 0, 0, 0)

for λ ≥ 0 on the cylinder

S =
{
(v1, v3, v4)

∣∣ ‖v1‖Cα,α/2 < ε1, ‖v3‖Cα,α/2 < R, ‖v4‖Cα,α/2 < R
}
.

We observe that there are no solutions on the part of ∂S where the Cα,α/2 norm of
v3 or v4 equals R. On the other part of ∂S, where ‖v1‖Cα,α/2 = ε1 we also cannot
have solutions if ε1 is small enough. For otherwise we choose a sequence of ε1 → 0
and corresponding sequence of solutions (v1, v3, v4) and find that as v1 → 0 we
must have v3 → v3, v4 → v4 with v3, v4 as in part (b). But recalling that

�(v1) = [M(x, t)h1(v4)− f (v1, 0)]v+
1 + λ

and f (0, 0) = 0, by the continuity of the principal eigenvalue, we conclude that
�(w)−[M(x, t)h1(v4)−f (v1, 0)]w has negative principal eigenvalue for ε1 small,
contradicting Lemma 3.1(c).

It follows by taking λ large that

degLS
(
(v1, 0, v3, v4)− �−1((r1, 0, r3, r4)), S, 0

) = 0

for if there were solutions in S then ‖v1‖Cα,α/2 ≤ ε and thus �(v1) ≥ λ−C whence
‖v1‖Cα,α/2 must be large. The desired existence of solutions of type (̂v1, 0, v̂3, v̂4)

follows.
(c) We consider first a modified version of the situation considered in (b). Let

ε1 > 0 and consider any positive solutions to

�
(
(v1, 0, v3, v4)

) = (
⇀
r 1, 0,

⇀
r 3,

⇀
r 4)+ ε1(1, 0, 0, 0).

If ε1 is small enough, the process in (b) and the continuity of the degree show that
there are some solutions with v1 bounded in Cα,α/2.We observe that if ε1 is small
enough then the principal eigenvalue µ of the associated problem:

�(w)−
⇀

∇ · (⇀F(x, t, v1,
⇀

∇v1)w
)− f2(v1)w = µw
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must be negative, where (v1, v3, v4) is any solution triple of the modified problem.
Indeed, otherwise, let ε1 → 0 and assume we have solution triples (v1, v3, v4) for
which µ ≥ 0. We note that v1 �→ 0 in Cα,α/2. Otherwise v3, v4 will converge to
some nontrivial v3, v4 and thus the least eigenvalue µ1 of

�(w)− [M(x, t)h1(v4)]w = µ1w

will be negative for ε1 small. This contradicts by Lemma 3.1(e) the fact that 0 < v1
satisfies

�(v1)− [M(x, t)h1(v4)− f1(v1, 0)]v1 = ε1

with v1 small and f1(0, 0) = 0. It follows that as ε1 → 0, we can find a subse-
quence of (v1, v3, v4) which converges in Cα,α/2 to a solution of type (̂v1, v̂3, v̂4),

and
⇀

∇v1 →
⇀

∇ v̂1 pointwise. By continuity of the principal eigenvalue we must then
have µ < 0, contradicting the assumption.

We continue by considering the modified problem:

�(
⇀
v ) = ⇀

r + ε1(1,−v2
2, 0, 0),

with ε1 > 0, small. We repeat the process of the previous discussion as follows:
given (w1, w2, w3, w4) we first find v1, v3, v4 just as in (b). We insert the v1
thus found on the left hand side of the equation for v2 and thus set up a map
T (w1, . . . , w4) = (v1, . . . , v4). Again by the process in (b) we conclude that the
Leray-Schauder degree is one in a large cube: ‖vi‖Cα,α/2 < R(ε1) for i = 1, . . . , 4,
and zero in the region ‖v2‖Cα,α/2 < ε, ‖vi‖Cα,α/2 < R(ε1) for i = 1, 3, 4 if ε1 > 0 is
small enough and the existence of positive solutions (v1, v2, v3, v4) to the modified
problem follows. Now let ε1 → 0, and observe that we cannot have v1 → 0, for if
this were the case, we would contradict the second equation for v1 small enough.
We also cannot have v2 → 0 or else we obtain a contradiction as (v1, v3, v4) will
converge to a solution (̂v1, v̂3, v̂4) of (b) contradicting the eigenvalue condition of
(c) if v2 is small enough. Thus v2 �→ 0, and then in turn v3, v4 cannot converge to
zero. Next, observe that v1, v3, v4 are positive and thus bounded in Cα,α/2 by their
respective equations using Lemma 3.1(f), but the bound on v2 so far depends on
ε1. We claim that it is actually independent of ε1. Indeed, rewriting the first two
equations gives

�(v1) = ε1 + [M(x, t)h1(v4)− f1(v1, v2)]v1

�(v2)−
⇀

∇
(
⇀

F · v2

)
= [f2(v1)− ε1v2]v2

whence

�(v1 + v2)−
⇀

∇
(
⇀

F · v2

)
≤ ε1 + [M(x, t)h1(v4)]v1 − ε1v

2
2 − k5v

2
2

from the last condition in (ii).
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We thus have by choosing v1 + v2 as a test function (possible since ∂�D is the
same for all vi)

(
1
2

∫
�
(v1 + v2)

2
)
t
+
∫

�

ε|∇(v1 + v2)|2 +
∫

�

⇀

b · ∇(v1 + v2)(v1 + v2)

+
∫

�

⇀

F∇v2(v1 + v2)+
∫
k5v

2
2 ≤ K

for some K.
But v1, ∇v1 are bounded in L2(QT ). Thus by the second assumption of part

(c) of the Theorem statement,
∫ T

0

∫
�
v2

2 is bounded independently of ε1. By the last
estimate of the Lemma 3.1, ‖v2‖L∞ ≤ C and we conclude that a subsequence of

(v1, v2, v3, v4) converges inCα,α/2, and that so does
⇀

F(x, t, v1,
⇀

∇v1) inLp for any

p, by the properties of
⇀

F and Lemma 3.1(e). The result follows, since the equation
for v2 (resp. v1) shows v1 �→ 0 (resp. v2 �→ 0) as ε1 → 0. ��

4. The high nutrient regime

It is often the case that for many lagoons of interest to us, human input creates
a situation where the nutrient level v4 is high, i.e. h1(v4) � 1 in equation (3.1).
Alternatively, the exogenous term Q in r4 of (3.1) is the dominant term, and thus
v4 can be taken to be a given function (independent of v1, v2, v3). In this case the
growth of the phytoplankton (and thus the zooplankton) is limited by the other
effects (light, temperature), the system decouples and reduces to the two equations
(2.1′), (2.2′) (for v∗

1 , v
∗
2) (equivalent to suppose kX = 0. We develop the above

results in this special case.
We apply Lemma 3.1(d) and Theorem 3.2(b). For the existence of v∗

1 > 0 (now
unique) we require that there exist a function ϕ, ϕ = 0 on ∂�D, such that

∫

�

{
ε|∇ϕ|2 + ϕ(

⇀̃

b ) ·
⇀

∇ϕ + 1

4

|̃
⇀

b |
2

ε
ϕ2 <

∫

�

M̃ϕ2

while for the existence of a v∗
2 > 0 we also ask that there exist ψ (ψ = 0 on ∂�D)

such

∫

�

{
ε|∇ψ |2 + ψ[

⇀̃

β ·
⇀

∇ψ] + 1

4

|⇀̃β |2
ε

ψ2
}
<

∫

�

f̃2(v
∗
1)ψ

2

where
⇀

β =
⇀

b +
⇀

F(x, t, v∗
1 ,
⇀

∇v∗
1), while the second condition of Theorem 3.2(c)

yields

‖
⇀

b ‖L∞ + δ < 2
√
εk5

as the other necessary condition by means of Hölder’s Inequality. The simplest

situation arises with pure Neumann boundary conditions, ∂v1

∂
⇀
n

= ∂v2

∂
⇀
n

+
⇀

F ·⇀nv2 = 0
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on ∂� and
⇀

b = ⇀

0 (no currents). The choices ϕ = ψ ≡ 1 are possible, and we
obtain the sufficient conditions:

∫

�

∫ T

0
M dt dx > 0; δ2

4ε
< min

{
1

|�|T
∫

�

∫ T

0
f2(v

∗
1), k5

}
. (4.1)

It is possible to eliminate the dependence of the earlier result on v∗
1 and obtain

criteria based only on M(x, t) and the coefficient functions.

Corollary 4.1. Letf1(ξ1, ξ2) = −k2ξ1− k3ξ2
kp+ξ1

, f2(ξ) = k4ξ
kp+ξ −k5,with k2, k3, k4,

k5, kp > 0,
⇀

b = ⇀

0 . If ∂v1

∂
⇀
n

= ∂v2

∂
⇀
n

+ (
⇀

F · ⇀n)v2 = 0 on ∂�, δ < 2
√
εk5 and:

k4

( ∫

�

∫ T

0

√
M
)2
>
[ ∫

�

∫ T

0

{ 1

4ε
δ2 + k5

}]

×k2

[
kp|�|T + (|�|T )1/2

k2

( ∫

�

∫ T

0
M2

)1/2]

then there exists a positive periodic solution v∗
1 , v

∗
2 of the reduced (high nutrient)

system.

Proof. We have M ≥ 0 nontrivial, and thus only need to check the conditions for
the existence of v∗

2 . Observe that since

∂v∗
1

∂t
− ε�v∗

1 = [M − k2v
∗
1]v∗

1 (4.2)

and
∂v∗

1
∂u

= 0 on ∂�, then
∫
�

∫ T
0 Mv∗

1 = k2
∫
�

∫ T
0 (v

∗
1)

2 whence

∫

�

∫ T

0
(v∗

1)
2 ≤ 1

k2

∫

�

∫ T

0
M2

and
∫

�

∫ T

0
v∗

1 ≤ 1

k2

[( ∫

�

∫ T

0
M2

)
|�|T

]1/2
.

Dividing (4.2) by (kp + v∗
1)v

∗
1 yields by periodicity and direct calculation:

∫

�

∫ T

0

( M

kp + v∗
1

)
≤ k2

∫

�

∫ T

0

v∗
1

kp + v∗
1
.

The second condition gives:

1

4ε

∫

�

∫ T

0
δ2 <

∫

�

∫ T

0

( k4v
∗
1

kp + v∗
1

)
− k5|�|T .

This condition will be satisfied if

1

4ε

∫

�

∫ T

0
δ2 + k5|�|T < k4

k2

∫

�

∫ T

0

M

kp + v∗
1
.
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Now if α > 1 then
∫

�

∫ T

0
M1/α =

∫

�

∫ T

0

M1/α

(kp + v∗
1)

1/α (kp + v∗
1)

1/α

≤
( ∫

�

∫ T

0

M

(kp + v∗
1)

)1/α( ∫

�

∫ T

0
(kp + v∗

1)
1
α−1

) α−1
α
.

The choice α = 2 then gives

( ∫

�

∫ T

0
M1/2

)2
≤
( ∫

�

∫ T

0

M

kp + v∗
1

) ( ∫

�

∫ T

0
(kp + v∗

1)
)

≤
( ∫

�

∫ T

0

M

kp + v∗
1

)[
kp|�|T + 1

k2
(|�|T )1/2

( ∫

�

∫ T

0
M2

)1/2]

and the result. We remark that if also
⇀

F = ⇀

0 and M, v∗
1 , v

∗
2 are functions purely

of time, then repeating the earlier procedure we get:
∫ T

0 M = k2
∫ T

0 v∗
1 and the

condition becomes:

k4

( ∫ T

0

√
M
)2
> k5T k2

[
kpT + 1

k2

∫ T

0
M
]

which is modestly better. The previous Corollary compares the averages:
( 1

|�|T∫
�

∫ T
0

√
M
)2 and

( 1
|�|T

∫
�

∫ T
0 M2

)1/2
. These reflect the variations (in space and

time) of the nutrient level M. Observe that if M is a constant the two averages are
the same. Implicit in the estimate is also present the restriction: k4 > k5. The next
result shows that if k4 > k5 and the nutrient level is always high enough there still
are positive periodic solutions, regardless of the variations of M. ��
Corollary 4.2. If

δ2

4ε
+ k5 <

k4M∼
k2kp +M∼

where M∼ = inf
(x,t)

M(x, t), then there exist positive periodic solutions v1, v2. If

δ = 0, this reduces to

M∼ >
k5k2kp

k4 − k5
.

Proof. Since v∗
1 is a positive periodic solution of

∂v∗
1

∂t
− ε�v∗

1 = [M − k2v
∗
1]v∗

1

then we immediately conclude by the maximum principle that v∗
1 ≥ M∼ /k2. For the

existence of v1, v2 we require:

1

4ε
δ2|�|T + k5|�|T <

∫

�

∫ T

0

k4v
∗
1

kp + v∗
1
.
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Since v∗
1/(kp + v∗

1) is monotone (in v∗
1), this will hold if

δ2

4ε
+ k5 <

k4M∼
k2kp +M∼

and the result follows. ��
In order to apply Corollary 4.1, it is useful to first observe the following com-

parison argument:

Corollary 4.3. Let v1 (resp. v′
1) satisfy equation (4.2) with M(x, t) ≥ 0 (resp.

R(x, t) ≥ 0) and pure Neumann boundary conditions ∂v1

∂
⇀
n

= 0 (resp.
∂v′

1

∂
⇀
n

= 0). If

M ≥ R then v1 ≥ v′
1.

Proof. This follows immediately by applying Lemma 3.1 (c) to the difference
v1 − v′

1 and noting that v1 satisfies a (linear) equation (in v1) with principal eigen-
value zero. ��

As a consequence we note that if the exogenous input is sufficiently high in a
subdomainQ1 of�× [0, T ], then we have coexistence. The volume ofQ1 and the
needed exogenous inputs are related to the coefficients. Specifically, we have:

Corollary 4.4. Let the conditions onf1, f2, the constant coefficients and the bound-
ary conditions be as in Corollary 4.1. Suppose: δ < 2

√
εk5; there exists a subdo-

main Q1 of �× [0, T ] and constant a > 0 such that in Q1 there holds:

M ≥ a >

[
δ2

4ε + k5

]
k2kp

k4 Z2 −
[
δ2

4ε + k5

]
Z

1
2

(4.3)

where Z = |Q1|
(|�|T ) . Then the reduced nutrient system has a positive periodic solu-

tion.

Proof. Let �(x, t) be the characteristic function of Q1 and put N = a �. Let v′
1

now denote the solution to equation (4.2) with N in place of M and observe that
Corollary 4.3 implies v∗

1 ≥ v1.
Inequality (4.3) implies, by the arguments of Corollary 4.1 (with N in place ofM)
and direct calculation, that:

( δ2

4ε
+ k5

)
|�|T < k4

k2

∫

�

∫ T

0

k4v
′
1

kp + v′
1
.

But, since k4ξ
k4+ξ is monotone in ξ and v∗

1 ≥ v′
1, then this also holds with v′

1 replaced
by v∗

1 . The result then follows from inequalities (4.1).
We comment that if the nutrient levels are essentially unaffected by the biomass,

thenM(x, t) = k1u1u4
v4

kp+v4
and thus coexistence is possible even if v4 is zero on

parts of the cylinder �× [0, T ]. ��
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5. Application

To validate our model, we apply our previous considerations to the situation of the
Caprolace lagoon, located 100 km south of Rome in the National Park of Circeo.
It covers about 2.26 km2 and is of 1.7 m average depth. It is characterized by spa-
tially homogeneous conditions, no significant current flow and a modest degree of
eutrophication although the nutrient loading is quite high.

The key parameter/functions (obtained in [2]) are given in Table 2.
The simulation results and actual measurements for phytoplankton and zoo-

plankton densities are shown in Figures 1 and 2 respectively, which show the rea-
sonably good agreement between theoretical prediction and actual readings taken
in the lagoon.

The microalgae biomass (phytoplankton and zooplankton) seems to govern the
main ecological process. We are thus in the high nutrient regime with pure Neumann
boundary conditions described in Section 4 and with f1, f2 as taken in Corollary
4.1. Furthermore, in the depicted situation M(x, t) in equation r1 represents the
total effect of u1 and u2 which are the annual variation of the photoperiod and the
temperature respectively; in particular, M(x, t) = k1u1u4.

It is interesting to note that with the given choice of parameters the sufficient
conditions for coexistence given by Corollary 4.1 and 4.2 both fail. However, a rou-
tine numerical calculation shows that the basic condition (4.1), which now reduces
to:

∫ T

0
f2(v

∗
1) > 0,

with v∗
1 = v∗

1(t), is valid. Further simulation results and a detailed description of
the simulation and parameter estimation procedures are given in [2].

6. Biological interpretation of the mathematical results

In this Section we point out some biological implications of the mathematical results
presented in the paper. In particular, the following considerations hold:

par. biological meaning estimate units

k1 phytoplankton growth rate 0.4012 [t]−1

k2 phytoplankton natural mortality 0.0005 [mg m−3]−1 [t]−1

k3 phytoplankton losses for grazing 0.24 [t]−1

k4 zooplankton growth rate 29 [t]−1

k5 zooplankton natural mortality 24.75 [t]−1

Table 2. Estimated values of the model parameters.
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– The model analyzed accounts for slightly eutrophic lagoons, in the sense that
while eutrophic, they are not yet subject to catastrophic events (like dystrophy
or anoxic crises). In particular, the lagoon of Caprolace is taken as a prototypical
ecosystem, where water quality and biodiversity are acceptable from an envi-
ronmental point of view. Quantitative comparison of the model prediction with
measured data gives a good agreement

– The estimated coefficients (see Section 5) correspond to a periodic solution that
persists even if the coefficients are perturbed (due to principal eigenvalue con-
tinuity). The consequent robustness of the solution implies that extreme events
can’t easily arise, in keeping with the previous consideration.

– On the other hand, the fact that the coefficients don’t satisfy the more restrictive
conditions, expressed by Corollaries 4.1 and 4.2, for the existence of a periodic
solution indicates that more complex dynamics can arise by the same model (for
appropriate values of the parameters as well as of exogenous inputs).

– The main result of the paper giving the biological conditions that ensure the
existence of a periodic solution in the real system are summarized as follows:
a) Suppose that the biomass in the lagoon is 0. Then there is a positive solution

of the oxygen-nutrients system driven by the exogenous terms.
b) If the nutrients level in case (a) is sufficiently high (in terms of a principal

eigenvalue), then there is a positive periodic solution of the phytoplankton-
oxygen-nutrients system.

c) If the phytoplankton biomass in case (b) is sufficiently high (again in term of a
principal eigenvalue), then there is a positive periodic solution of the complete
system.

– The levels of the nutrients required in (b) and of the phytoplankton required in
(c) depend on the shape of the lagoon and on whether there are adverse con-
ditions on boundary of the lagoon (i.e. ∂�D �= ∅); as well as on the various
coefficients by which the biological and chemical processes have been scaled.
Heuristically, these levels must increase as ∂�D becomes larger. The simplest
case to describe is when there are: no adverse conditions on the boundary of the
lagoon (∂�D = ∅), high nutrient levels, as well as no water currents nor zoo-
plankton drift. In this case, the positive exogenous photoperiod and temperature
inputs suffice for the existence of a positive periodic phytoplankton density. On
the other hand, even in this situation we require for the existence of a positive
periodic zooplankton density that the integral average of the phytoplankton level
over�× [0, T ] be sufficiently high - in the absence of zooplankton - so that the
consequent zooplankton growth rate would dominate its mortality rate.

– Corollaries 4.3 and 4.4 provide an explicitly verifiable estimation of minimum
values of the exogenous inputs (the parameter a in equation (4.3)), that de-
pends on model parameters and on the volume of the chosen subdomain in the
space/time cylinder for which the coexistence between species is always possi-
ble. It is equivalent to the fact that a lower bound (for example on nutrients and/or
other exogenous inputs, generally speaking) exists for the activation of the main
biological processes in the lagoon. If this level is met, possibly in different parts
of the lagoon during the year, then coexistence is possible.
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7. Discussion

In this paper we have introduced and analyzed a phytoplankton-zooplankton-oxy-
gen-nutrient model for shallow lagoons. We have obtained conditions, based on
suitable principal eigenvalues integral estimates, for the existence of coexistence
states, i.e. of positive periodic solutions. Special consideration was given to the high
nutrient regime. The results obtained were applied to the lagoon of Caprolace and
the model validated by a comparison between simulated results and actual measure-
ments in Section 5. More detailed biological considerations and implications were
given in Section 6. Future work will focus on model modification to deal with the
very high eutrophication, anoxic cases and abnormal proliferation of macroalgae,
present in many other lagoons.
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